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Multimodal large language models

n Image features are aligned to text 
encoding space of LLMs 

n Leverage the power of LLM to 
accomplish multimodal tasks

Visual Instruction Tuning
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Multimodal large language models

n GPT-4V: Strong zero-shot visual 
understanding and reasoning capabilities

Figure is from “GPT-4 Technical Report”
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Risks of generative AIs

n For Large Language Models (LLMs)

Hallucination (Google Bard)
Privacy (Carlini et al., 2020)

Safety & jailbreaking (Zou et al., 
2023)
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Risks of generative AIs

n For Multimodal Large Language Models (MLLMs)

¨ What are the new and unique risks of MLLMs?

¨ How to effectively identify the vulnerabilities of MLLMs?

¨ How to comprehensively benchmark the trustworthiness of MLLMs?

¨ How to improve the trustworthiness of MLLMs?
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Examples I – Truthfulness

n MLLMs tend to provide untruthful response of the input image, resulting in 
truthfulness issues like hallucination, sycophancy, factual inconsistency, etc.
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Examples II – Truthfulness

n Visual inputs can mislead MLLMs to give incorrect predictions. 
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Examples III – Safety 

n Visual inputs provide a new attack surface to jailbreak MLLMs.

Gong et al., FigStep: Jailbreaking Large Vision-language Models via Typographic Visual Prompts. arXiv 2023.
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Examples IV – Robustness

n The image of panda is wrongly recognized as lanterns or ornate shells with 
adversarial perturbations.

Dong et al., How Robust is Google Bard to Adversarial Image Attacks. NeurIPS 2023 workshop.
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Examples V – Fairness

n The model has a stereotype over different groups of people and exhibits a 
bias/preference over different ideology/culture.
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Examples VI – Privacy

n The privacy information can be extracted even if the model is told not to 
do so.



13

MultiTrust: Benchmarking Trustworthiness of MLLMs
n The first comprehensive and unified benchmark on the trustworthiness of 

MLLMs

Zhang et al., Benchmarking Trustworthiness of Multimodal Large Language Models: A Comprehensive Study. NeurIPS 2024 
Datasets and Benchmarks Track.
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Benchmark design

n Evaluation aspects
¨ 5 aspects distilled from the literature of trustworthy large models, e.g., TrustLLM

• Inherent Deficiency 
• Misguided Mistakes 

Safety

• Toxicity 
• Jailbreaking 

Robustness

• OOD Robustness 
• Adversarial Attack 

Fairness

• Stereotypes 
• Bias & Preference

Privacy

• Privacy Awareness 
• Privacy Leakage 

Truthfulness

Multimodal Risks Cross-modal Impactn Evaluation strategy
¨ Multimodal risks: New risks in multimodal tasks
¨ Cross-modal impact: Amplification of existing 

risks in text-only tasks when paired with images
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Task design

n 32 diverse tasks
¨ Basic visual/multimodal tasks 
¨ Extended from LLM tasks
¨ Dataset Curation

n Sampled from existing ones (4)
n Adapted for new scenarios (20)
n Constructed from scratch (8)

n Evaluation metrics:
¨ Objective metrics

n e.g., Accuracy, Attack Success 
Rate (ASR)

¨ Subjective metrics
n e.g., GPT-Score, Rejection-rate
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Overall trustworthiness of different MLLMs
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Overall trustworthiness of different MLLMs

n Clear gaps between open-source models and proprietary ones
n Certain correlation between the trustworthiness and the general capabilities
n Insignificant correlation across aspects renders the necessities of comprehensive 

coverage of evaluating trustworthiness 
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Trustworthiness of MLLMs: Truthfulness

n Although capable of most fundamental visual tasks of perception and 
understanding, some models are defective at fine-grained tasks

n MLLMs perform better with the internal knowledge in LLMs (e.g., commonsense) 
rather than the visual contexts in advanced reasoning tasks

n Open-source models are more sensitive to external misguidance and disturbance
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Trustworthiness of MLLMs: Safety

n Proprietary models are much better at recognizing 
safety risks and refusing malicious requests

n Multimodal training for visual tasks (e.g., OCR) 
makes MLLMs overlook the risks in visual inputs

n Multimodal training can also compromise the 
safety mechanisms in aligned LLMs
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Trustworthiness of MLLMs: Robustness

n Most popular MLLMs are still vulnerable to adversarial attacks (acc. 90%→ 20%)
n Models like GPT-4 can report the noises in the image and lower the risks of 

mistakes with uncertain answers
n The similarity across visual encoders contributes to the high transferability

Q: Please provide a detailed description 
of the image.

GPT-4V: The image appears to be an 
abstract or heavily processed photo 
with a low resolution, making it 
difficult to discern specific details.
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Trustworthiness of MLLMs: Fairness

n Models can correctly recognize and reject the stereotypes in real scenarios
n The tendency of displaying bias and stereotypes highly correlates with the topic, 

i.e., sensitive to race, gender, ideology but tolerant to age, culture
n When paired with context-related images, models can have different behaviors
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Trustworthiness of MLLMs: Privacy

n Models have the basic understanding of private information, but fail to infer the 
risks of privacy disclosure when it needs complex reasoning

n Most models follow the instructions to leak the private information in the images, 
excluding GPT-4 and Claude3

n Introduction of images in inference can amplify the risks of privacy leakage in text



23

MultiTrust: Platform and Toolbox

Github Repo

Project Page
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MultiTrust: Key findings & discussions

n Key findings
¨ Trustworthiness of popular open-source MLLMs still falls behind GPT-4 and Claude
¨ Multimodal training & inference deteriorates the safety guardrails of aligned LLMs
¨ Current techniques like RLHF are not sufficient for all-round improvements

n Potential solutions & Future directions
¨ Propose datasets for multimodal alignment, e.g., SPA-VL, VLGuard
¨ Learn from the literature of trustworthy LLMs, e.g., CoT, RAG
¨ Focus more on the safety consolidation in multimodal training, e.g., the stability of 

multimodal inference, the preservation of LLM alignment
¨ Develop dynamic evaluation and training as agents, e.g., automatic red-teaming, self-play
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n Adversarial examples are generated by adding small noises to the natural oness, but make 
a model produce erroneous predictions (Szegedy et al., 2014; Goodfellow et al., 2015). 

n Adversarial examples have cross-model transferability

Delving deep into MLLM’s robustness

Alps: 94.39% Dog: 99.99%

Puffer: 97.99% Crab: 100.00%

Figure is from Dong et al., (2018)

Model 1 Model 2
wrong 

prediction
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Transfer-based attacks: a meta perspective

n Generating adversarial examples ⇔ Training machine learning models

                           max
!∗

𝐿 𝑓"(𝑥∗), 𝑦 vs. min
"
𝐿 𝑓"(𝑥), 𝑦 	

n White-box models ⇔ Training data
n Black-box models ⇔ Testing data
n Transferability ⇔ Generalizability

Black-Box 
System

Adversary

White-Box 
Model

Adversarial 
Examples

Transfer	to

Black-box Attacks Based On Transferability
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Model1

Model2

Our journey in transfer-based attacks

Momentum 
Iterative Method 

(Dong et al, CVPR 
2018, Spotlight)

Translation 
Invariant Attack 

(Dong et al, CVPR 
2019, Oral)

Hierarchical 
Generative Networks 

(Yang et al, ECCV 
2022)

2017.12 

NeurIPS 2017 
Adversarial Attack and 
Defense Competition: 1st 

places in all tracks

2018.06 

𝑔!"# = 𝜇 ⋅ 𝑔! +
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Input ! Input gradient at !

Kernel matrix "
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<
',)
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	𝑠. 𝑡. 𝑥∗ − 𝑥 * ≤ 𝜖

2022.10 2023.10 

Common Weakness 
Attacks & Bard Attack 

(Dong et al., 2023; 
Chen et al, ICLR 2024)
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Attack objectives

Figure is from “Visual Instruction Tuning”

n Image embedding attack

max
!
%

"#$

%
𝑓" 𝑥 − 𝑓" 𝑥&'( )

) , 𝑠. 𝑡. 𝑥 − 𝑥&'( * ≤ 𝜖

¨ Surrogate models: CLIP

n Text description attack

max
!
%

"#$

%
%

(#$

+
log 𝑝,!(𝑦(|𝑥, 𝑝, 𝑦-() , 𝑠. 𝑡. 𝑥 − 𝑥&'( * ≤ 𝜖

¨ Surrogate models: LLaVa, MiniGPT-4, etc.
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Optimization algorithm

n ERM in adversarial attack
min
!
𝔼.∈0 𝐿 𝑓 𝑥 , 𝑦 , 𝑠. 𝑡. 𝑥 − 𝑥&'( * ≤ 𝜖

n Second-order decomposition

𝔼.!∈0 𝐿 𝑓 𝑝" , 𝑦 +
1
2 𝑥 − 𝑝" 1𝐻" 𝑥 − 𝑝"

n Assume that the covariance between 𝐻" 0 and 𝑥 − 𝑝" ) is zero, we have
𝔼 𝑥 − 𝑝" 1𝐻" 𝑥 − 𝑝" ≤ 𝔼 𝐻" 0 𝔼 𝑥 − 𝑝" )

)

Flatness of loss landscape Closeness between local optima

Chen et al., Rethinking Model Ensemble in Transfer-based Adversarial Attacks. ICLR 2024.
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Common weakness
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Improve flatness

Sharpness aware minimization (SAM)
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Improve closeness

Cosine similarity encourager (CSE)
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Results on ImageNet
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Scaling laws
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Results on MLLMs

Attack Success Rate Rejection Rate
GPT-4V 45% 0%

Google Gemini 22% 1%
Bing Chat 26% 30%
ERNIE Bot 86% 0%

Dong et al., How Robust is Google Bard to Adversarial Image Attacks. NeurIPS 2023 workshop.
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Results on GPT-4V

We achieve 45% attack success rate against GPT-4V
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Results on Gemini

We achieve 22% attack success rate against Bard
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Results on Bing Chat

We achieve 26% attack success rate against Bing Chat
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Attacks on defenses of Gemini (Bard)
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Delving deep into out-of-distribution robustness

n Vision-Language Pre-training (VLP) models 
like CLIP have achieved remarkable success 
in computer vision and particularly 
demonstrated superior robustness to 
distribution shifts of 2D images.

Alec Radford et.al., Learning Transferable Visual Models 
From Natural Language Supervision. ICML 2021.

Chair: 78.66%

Board: 63.50%

Keyboard: 47.80%

Mouse: 37.44%

Traffic light: 97.94%

Canoe: 41.01%

Street sign: 99.55%

Cinema: 58.45%

n These models generalize poorly to 3D 
viewpoint changes (Dong et al., 2022)
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Viewpoint robustness of MLLMs
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Improving viewpoint invariance 

n Data Scarcity
¨ Although existing large-scale image-text datasets cover rich 2D visual transformations, they 

often lack coverage of wide range of viewpoint variations.

¨ Existing large-scale multi-view datasets typically lack in either sample diversity, category 
breadth, or textual descriptions

n Inappropriate Training Paradigms
¨ Entail a trade-off between robustness and accuracy

¨ Necessitate extra 3D reconstruction and neural rendering to capture adversarial viewpoints, 
leading to prohibitive computational costs for large-scale VLP models.

Minimax problem

Challenges

Ruan et.al. Omniview-Tuning: Boosting Viewpoint Invariance of Vision-Language Pre-training Models. ECCV 2024 (Oral)
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Multi-View Caption (MVCap-4M) Dataset

n Multi-View Image Collection: we integrate samples from Objaverse, 
IM3D, and MVImgNet to cover various categories from virtual to real-
world scenes. 
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Multi-View Caption (MVCap-4M) Dataset

n Category-Guided Caption Generation: we utilize InstructBLIP-flant5xl, 
a leading VLLM, to create semantically rich textual descriptions for 
multi-view images automatically.



45

Omniview-Tuning (OVT)
original Image Text Contrastive loss in VLP Viewpoint Consistency loss 

OVT is designed in a 
Parameter Efficient 
Fine-Tuning manner 
to improve efficiency
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Zero-shot Performance
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VQA & captioning performance

Evaluation on LLaVa-1.5

Project
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Trustworthiness in image/video generation

Copyright & data poisoning (MM’23)
Robustness with diffusion model (ICML’24 & NeurIPS’24)

Toxicity (Arxiv’23)
Safety benchmark of text-to-video models

(NeurIPS’24 Datasets and Benchmarks Track) 
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Collaborators

Jun Zhu Hang Su Xingxing Wei

Yichi Zhang Yao Huang Shouwei Ruan Huanran Chen
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If you have any question, please contact dongyinpeng@gmail.com
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